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Outline of Talk

How should one integrate statistical disclosure limitamd
edit-imputation?

e Background
» Statistical disclosure limitation (SDL)
» Editing and imputation
e Two broad strategies
» Editing after SDL
» Edit-preserving SDL

o Empirical illustration with manufacturing data
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SDL Setting

@ Agency seeks to disseminate microdata on individual record

o We work with data that are all continuous, although simiauies
apply when data include categorical variables.

o Exemplary SDL strategies for continuous data:

Noise addition

Microaggregation

Microaggregation followed by noise addition

Rank swapping
Synthetic data

vV vy vVvVYTVvYy
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Edit and Imputation Setting

e Values must satisfy certain logical constraints.

e Continuous data: constraints include range restrictioms, (e
yj > 0) and ratio edits (e.g., @ yj/yk < 1000).

o Typical process includes

» identify records that fail the constraints,

» select set of fields that could be changed to create a recatrddlisfies
constraints,

» change those fields in a way that satisfies constraints.

o First two talks of this session offer examples of this preces
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SDL and Edit Imputation

@ Some SDL processes can create edit rule violations.
@ What should one do?

>

>

>

Ignore it, option 1: release data with violations. Not daisie.

Ignore it, option 2: delete records with violations. Biaduing.

Run usual SDL first, fix up any violations that result by blargkand
imputing.

Modify SDL procedure so that it automatically generatesadat satisfy
constraints.

o Discuss and illustrate these with empirical example.
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Empirical Example: 1991 Columbia Manufacturing Surve

Variable Label Range restriction
Skilled labor SL  0.9-400
Unskilled labor UL 0.9-1,000
Wages paid to skill labor SW  300-3,000,000
Wages paid to unskilled labor uw 600-4,000,000
Real value added VA  50-1,000,000
Real material used in products MU  10-1,000,000
Capital CP  5-1,000,000

@ 6521 observations, 7 variables.
@ Hypothetical, data-derived range restrictions.
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Empirical Example: Hypothetical Ratio Edits

Vo
V1 SL UL SW uw VA MU CP
SL 1 20 0.01 0.01 0.1 0.3 2
UL 50 1 0.1 0.005 0.3 5 5
SW 20000 100000 1 50 300 500 1000
uw 66666.7 10000 100 1 200 5000 5000
VA 10000 20000 10 10 1 200 700
MU 50000 100000 33.3 100 100 1 1000
CP 20000 10000 10 16.7 100 100 1

Data-derived ratio edits/ /V, < b) for the 1991 Colombia Manufacturing
Survey.
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Empirical Example: SDL then edit

@ Mask number of skilled employees, number of unskilled employees, ¢
capital. Leave the remaining variables unaltered.

o Don’'t worry about edit violations when doing SDL.

o Work with the natural logarithms of all variables.
o SDL techniques
» Add noise fromN(0,cZ), wherec = 0.16.
» Rank swapping separately for each variable with intervdl0sf.
» Microaggregation with 3 establishments per cluster basegrimcipal
components clustering.
» Microaggregation followed by adding noise.
o Edits done by blanking all three variables and imputing using the mixt
normal engine of Kinet al. (2013).
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Empirical Example: Edit-preserving SDL

@ Rank swapping and two noise addition methods: use rejection sampli
approach (keep trying until you get dataset that satisfies constraints).
o Partially synthetic data generated by
» Estimating joint distribution of all 7 variables using théxare normal
distribution of Kimet al. (2013).
» Deriving conditional distributions from this model.
» Imputing replacement values from the conditional distiiimns.
@ These approaches guaranteed to generate values that satisfy all
constraints.
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Empirical Example: Measures of Risk

o We use thepercentage of linked criterion (Domingo Ferreet al. 2001).
o First, compute the distances

dij = Z(Yik—gljk)z, Vij=1,...,n,

wherek €(SL, UL, CP) andyjk is the perturbed version gfx.
@ For each, find the recorg that achieves the minimum value df.

o Letti = 1 when the index off andj belong to the same record, i.e., the
record inD"™ is linked correctly tdD based on matching the available
variables; letj = 0 otherwise.

@ Therisk measure iBL = 3!, ti/n.
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Empirical Example: KL Measure of Utility

o Approximate Kullback-Leibler (KL) divergence of released dafa
from original dateD.

@ Use a closed-form expression based on a normality assumption,

1

rel
KL= () 2+ (7 -9)" %) 57 =) —p— foa )

@ yandZ are the sample mean and the sample covarianbe in
e Yy andx'™ are the sample mean and the sample covarianB&in
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Empirical Example: Propensity Score Measure of Utility

@ Propensity score (U) utility measure (Webal. 2009).

@ Concatenat®'™ andD, and add an indicator variable whose values eq
one for all records ifD"® and equal zero for all records

@ Use indicator variable as outcome in the logistic regression,

2
Pi
lo = + logYia+ S logYialogY;
g<1—pi> BO aZ]-Ba g Yia ; gYialog Yip

+ % Babcl0gYialogYiplogYic.

o Fori=1,...,2n, compute the set of predicted probabilitigs ~

@ The risk measure is
12 1\?
s (ra)
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Empirical Example: SDL Causes Edit Violations

Numbers of records that violate edit rules across 20 replications after
implementing perturbative SDL methods.

Methods Mean (%) SD
Noi se 157.8 (2.45) 10.1

Swap 134.2 (2.09) 6.6
Mc 5.0(0.08) -
M cN 84.1(1.31) 6.7
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Empirical Example: Results

Measured data utility and disclosure risk. Entries include the averageis, of |
Uprop and PL from 20 replications of each method.

Approach Noise Swap Mc McN Synt
I .34 24 1.34 .64 -

I .35 - - .66 .02
| .0225 .0013 .0463 .0406 -
Uprop
I .0225 - - .0425 .0007
PL | 2.05 1.12 .78 .45 -
I 2.26 - - .45 .70
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Concluding Remarks

o Differences in risk-utility profiles from SDL-then-edit versus
edit-preserving SDL minor, especially compared to differences acros:s
SDL methods.

o Partially synthetic data: dominates on utility with one of lowest risk
values. Microaggregation plus noise also on the frontier of R-U map.

@ One could use patrtial synthesis to impute missing data and
simultaneously do edit-preserving SDL. Appropriate inference metho
should be identical to those in Reiter (2004).
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